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Bayesian operator inference with limited data

• Common operator inference approaches require copious observations of all state variables as 
a function of time, for different initial conditions/model parameterizations, etc.

• What can be inferred about an operator for realistic physical applications where limited 
observational data is available?

• Specifically, about an infinite-dimensional operator appearing in a PDE with only
• Time-series observations at one location?
• Spatial-series observations at one time?

• We pose a Bayesian inverse problem for an infinite-dimensional operator.

• Limited observational data augmented by imposing physical constraints on operator and 
encoding qualitative information through the prior distribution.



Testbed problem – Field-scale contaminant transport3

𝜕𝑐 𝒙, 𝑡
𝜕𝑡 + ∇ ⋅ 𝒖 𝒙 𝑐 𝒙, 𝑡 = 𝜈!Δ𝑐 𝒙, 𝑡 , 𝒙 ≡ 𝑥, 𝑦 ∈ 0, 𝐿" × 0, 𝐿#

𝒖 𝒙 = −𝜅 𝒙 ∇𝑝 𝒙
∇ ⋅ 𝒖 𝒙 = 0

Periodic in x, zero Neumann in y

Problem: Can’t observe 𝜅 𝒙 over entire domain.



Permeability fields highly heterogeneous, observed to vary over several orders of magnitude.
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However, (it is often assumed) their statistics are homogeneous.



• Could sample from 𝜅 distribution and solve the detailed model many times to predict mean 
transport behavior.

• For field-scale transport in realistic problems this can be computationally challenging.

• Often the equations are statistically averaged to predict mean transport behavior.

• We take this approach here, additionally averaging in depthwise direction.
• Observations limited to depthwise averaged concentrations (mixing when drawing fluid from well)
• Streamwise variation in contaminant concentration the relevant quantity of interest.
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𝑓 𝑥, 𝑦 = 𝑓 𝑥, 𝑦 + 𝑓′(𝑥, 𝑦)
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Represent 𝑐, 𝒖 using (2), apply (1) to the ADE to get
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Can’t observe 𝑢!𝑐! ⇒ dependence uncertain.



Typical closure model for ⟨𝑢!𝑐!⟩ is gradient-diffusion, but it is known to be inadequate for 
heterogeneous porous media.
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True evolution: mean transport 
through heterogeneous media.

ADE evolution: predicted mean 
transport using a gradient-diffusion 
closure.



Uncertain generalized diffusion operator

Instead of gradient-diffusion, infer an uncertain operator acting on ⟨𝑐⟩ to represent dispersion:
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ℒ 𝑐 = −
𝜕⟨𝑢/𝑐′⟩
𝜕𝑥

• Pose Bayesian inverse problem for ℒ

• Impose physical constraints deterministically and through prior probability distribution. 



Physical constraints9

!⟨#⟩(&,()
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+ 𝑢 ! # &,(
!&

= 𝜈+
!"⟨#⟩(&,()

!&"
+ ℒ⟨𝑐⟩(𝑥, 𝑡)

Linearity in ⟨𝑐⟩ ⇒ ℒ linear,   ℒ𝑓" = 𝜆"𝑓"

Shift invariance ⇒ 𝑓" = exp 𝑖𝑎"𝑥 , ℒ = ∑" �̂�" 𝜆" exp(𝑖𝑎"𝑥), 𝑎" =
#$"
%!

Conservation of mass ⇒ 𝜆& = 0

𝑐 𝑥, 𝑡 = ∞ = 𝐶 ⇒ −𝜈'𝑎"# + ℛ 𝜆" < 0

Solution propagates downstream ⇒ 𝑢 𝑎" − ℐ 𝜆" > 0



Bayesian inverse problem for ℒ

Prior specification
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𝑝 𝝀 𝑑 ∝ 𝑝 𝑑 𝝀 𝑝(𝝀)

𝜆! = 𝑅! + 𝑖𝐼!

2𝑅! ≡ 𝜈"𝑎!# − 𝑅! > 0 ⇒ 2𝑅! ∼ 𝛾!$ exp −𝛾!$ 2𝑅!

?𝐼! ≡ 𝑢 𝑎! − 𝐼! > 0 ⇒ ?𝐼! ∼ 𝛾!% exp −𝛾!% ?𝐼!

𝛾’s defined so 95% probability mass falls within plausible bounds on solution behavior:
• Solution doesn’t decay too rapidly

• Dispersion’s contribution to transport doesn’t exceed that of advection

𝑝 𝝀 =D
J

𝑝 𝑅J 𝑝(𝐼J)



Bayesian inverse problem dependence on data

Want to understand

• How solution to inverse problem depends on amount and type of data

• If ℒ could be successfully inferred with limited data.

Performed inference with data generated from known ℒ to understand this.

Used Kullback-Leibler divergence to measure information gain from inference:
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𝐷 𝑝 𝝀 𝒅 || 𝑝(𝝀) = ∫ 𝑝 𝝀 𝒅 log
𝑝 𝝀 𝒅
𝑝(𝝀)

𝑑𝝀



Likelihood specification and data scenarios

Likelihood specification:
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𝑑( = 𝑐 𝑥( , 𝑡(; 𝝀 + 𝜖), 𝜖) ∼ 𝒩 0, Σ , 𝑖 = 1, … , 𝑁*+, = 𝑁- ⋅ 𝑁.

𝑝 𝒅 𝝀 = 2𝜋Σ /0# exp −
1
2 𝒅 − 𝒄

1"
#
$

#

Spatial-series data: 𝑁. = 1, 𝑁- = 32, 64, 512

Time-series data: 𝑁- = 1, 𝑁. = 32, 64, 512

Inference with known 𝓛 data scenarios:

Σ = 0.005 #𝐼



Inverse problem dimensionality

Dimensionality of inverse problem doesn’t depend on spatial discretization; instead, it depends 
on how many eigenvalues ⟨𝑐⟩ is sensitive to.

Determined sensitive eigenvalues using global sensitivity analysis for each data scenario.
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Spatial series Time series
Observation time # sensitive eigenvalues Observation location # sensitive eigenvalues

0.5 10 2.0 5
1.0 8 3.0 5
2.0 7 4.0 5



Information gain increases with observation frequency14
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For spatial-series observations of fixed 
frequency, information gain and number of 
eigenvalues informed depended on 
observation time. 

Information gain and number of 
informed eigenvalues were not 
similarly dependent on observation 
location for time-series observations. 



Inference successful for copious spatial data

Data: 512 spatial observations taken at 𝑡 = 0.5
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Inverse problem solution with sparse time-series data can be 
nonphysical 

Data: 32 time observations uniformly spaced over 
[0,4], taken at 𝑥 = %!

#
= 2.
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Bayesian inference with unknown ℒ

Can we infer the eigenvalues of ℒ using observations of ⟨𝑐⟩ from a direct numerical simulation of 
2D ADE?

Data: ensemble average from 2D ADE, randomly sampling permeability fields. 

512 spatial observations at early time (𝑡 = 0.4, 1/10th of a flowthrough time) to maximize 
information gain.
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𝒅 = 𝒄 2 + 𝜖, 𝜖 ∼ 𝒩 0,
𝑆2
𝑁



Inference can match observations but can’t extrapolate in time

ℒ was assumed to be time 
independent, but it is known that 
anomalous diffusion exhibits history 
dependence.
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Conclusions

• Explored the feasibility of inferring uncertain infinite-dimensional operator using limited data.

• Augmented data with physical information through deterministic constraints and prior distribution.

• Eigendecomposition formulation exposed inherent dimensionality of the problem.

• Nonphysical oscillations in solution for few time observations highlights importance of imposing 
physical constraints in sparse data regimes.

• Success with high-frequency data shows promise of the approach.

• Compared inferred eigenvalues from DNS data to spectrum of common closure models in paper: 
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Backup slides
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How do the inferred eigenvalues of ℒ compare to the eigenvalues of 
common closure models for anomalous diffusion?
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𝜕⟨𝑐⟩
𝜕𝑡 + 𝑢

𝜕⟨𝑐⟩
𝜕𝑥 = 𝜈

𝜕3⟨𝑐⟩
𝜕𝑥3

Spatial fractional advection-diffusion equation (FRADE) can’t capture data used in inference
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Inferred eigenvalues have more complex wavenumber dependence than is assumed for FRADE 
𝜆" = 𝜈 𝑖𝑎" 3 or gradient diffusion 𝜆" = 𝜈 𝑖𝑎" #.
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